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-- 1. INTRODUCTION

This is the final report on a six month research and

development effort into Cost Estimation Methodology for Com-

mand, Control,. Communications, and Intelligence (C3I) System

Software. The objective of the effort was to define and

specify an estimating concept which could be automated for use

in the Conceptual Phase of embedded software development. The

approach developed was to provide improved accuracy while

making maximum use of current estimation techniques and it was

to be both user friendly and interactive.

O During proposal preparation the software cost estima-

tion models listed in table 1-1 were reviewed, and it was

concluded that the accuracy of each depended on an input

estimate of the expected number of instructions. Within the

models, this estimate is then related to an average instruc-

tion productivity rate. In most cases, productivity rates

were developed by regressions that explained variances in

terms of factors related to programming environment, capabil-

ities of the software analysts and programmmers, requirements

O for interfacing with other programs, machine constraints, and -

documentation needs. Since the different models are regres-

sions of different sets of data, their basic equations require

. calibration to a given type of application and programming

environment.

The most recently developed model reviewed was the COCOMO

developed by Barry Boehm of TRW., Inc. and published in 1981 by

*O ,



Table 1-1. Software Cost Estimating Models

1.0 NAVAL AIR DEVELOPMENT CENTER Model 9.0 RCA Model

F. Buck, et al."A Cost-By-Function F. Freiman. '"PRICE S Software Cost
Model for Avionics Computer Systems". Estimating Model",
NADC-SD-7088. RCA Price Systems.
March 1971 1977

2.0 SDC Modal 10.0 E5 Model

E.A. Nelson. T'. Fleishman. "A System S.A. Bourdon. J.A. Duquette. "A Comput-for Collecting & Reporting Costs in erized Model for Estimating SoftwareComputer Program Development", Life Cycle Costs (Model Concept)",System Development Corporation, USAF.
TM-3411/000/00. April 1978
11 April 1967

11.0 BOEING (BCS) ModelsZ. 0 IBM Model
R.K.E. Black, at al., "BCS SoftwareC.E. Walston, C.P. Felix, "A Method of Production Data",

Programming Measurement and Estimation,, Boeing Computer Services.
IBM Systems Journal, Vol 16, No. 1, March 1977
pp 54-7-4,
1977

12.0 SANSO (SAM) Model
4.0 GRC Model D.L, Hansen, "Software CER

Feasibility Study",E.N. Dodson. at al., "Advanced Cost H.. SAMSO. Cost Analysis Division.
Estimating and Synthesis Techniques December 1976for Avionics".
General Research Corporation,
Final Reoort CR-2-461, 13.0 Phister Model
1975

M. Phister, Jr., Raki r&M sn"

5.0 TRW Models Santa Monica Publishing Company 6
Digital Press.

R.W. olverton, "The Cost of Developing December 1979
Large Scale Software",
TRW Inc., IEEE Transactions on Computer,
Vol C-2=, No. 6, 14.0 MITRE Model
June 1974 -

W. Hahn and J. Stone. Jr.. "Software .. ,(COCOMO Model) Transfer Cost Estimation Technique",
B.W. Boehm. ftkbLacu Oi nath J g MITRE, M70-43,
E--r g ga i , July 197)-
Prentice-H4all,

15.0 Schneider Model
O.v TECOLOTE (TEC) Model V. Schneider. "Prediction of SoftwareEffort and Project Duration --B.C. Frederick. "A Provisional Model Four New Formulas",for Estimating Computer Program SIOPLAN Notices. Vol 1:. No. 6.

Development Costs,*, June 1978
,ecoloto ResearCh Inc.. TM-/Rv. 1.
December 1974

16.0 JENSEN Modal

. 7.i1 PUTNAM (QSM) Models R.W. Jensen. "An Improved MacroltveL
Software Development Resource

L.H. Putnam. A. Fitzsimmons. "Slim, Estimation Model".Software Life Cycle Management Procedures of ISPA Conference,' Estimating Model", April 198-

QSM Znc.. (Also implemented as the JS-l
1978 system from Computer Electronics Inc.)

S., DOTY/RADC Model 17.0 DSARC Model

J.H. Herd. et al.. "Software Cost B.C. DeRo:e. "Embedded ComputerEstimation Study I & It. Guidelines Rssourr.es and the DSARC Process --
for Improved Software Cost Estimation". A GuidebOOk".
Doty Associates Inc.. RADC-TR-77-::cO. Management Steering Committee.
February 1977 Embedded Computer Resources.

OSD. 1977
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Prentice-Hall, Inc. in a book entitled Software Engineering

Economics. It is based on a regression analysis of 63 data

points and an extensive review of the software estimating

methods developed to date. Because it incorporated this re-

view into its factors, the COCOMO model was used as baseline

- for this study, and methods for programming and applying it as

* a user friendly interactive computer program compatible with

* the requlirements and data available during the conceptual

phase were researched. Three basic software sizing methods

were reviewed to develop an approach compatible with COCOMO:

- analogy, computer core memory, and subjective probability.

The available data to support the proposed approach was also

researched and the requirements for a compatible compuiter

* program were developed.

This report presents the findings of the research and the

* estimating concepts and computer program development recom-

mended.

Section 2 reports the research into methods of making the

COCOMO model user-friendly. It reviews the basic models,

* their inputs, outputs, and assumptions! and reviews an inter-

active computer adaptation of COCOMO by the WANG Software
* 2

* Institute Graduate School (WICOMO)

Section 3 reports the sizing methodology research done.

It looks at analogous software sizing methods by the Aerospace

and Grumman Corporations and the default library analogous 1
estimating approach developed by the Navy "HARDMAN" pro-

3,4,5 S
ject. It reviews Core Memory sizing developed by Doty



Associates, subjective probability sizing using the SLIM

" model, and it touches on the Software Science investigations
6,7,89,10

* by Halstead, Elstoff, and McCabe.

Section 4 reports research into software databases and E

S.current structures being used by the Air Force Electronic

Systems Division (ESD) to collect C3I data. Specifically re-

- searched were the data stored in DACS (Data and Analysis Center

for Software) at RADC and the Aerospace Corporation database,

p<:ential ESD project data, and the SARE (Software Acquisition
11.12.13.14

Resource Expenditure) data collection methodology.

Section 5 presents the concepts developed for a user-

friendly software design/life cycle cost estimating system. It

uses the COCOMO model combined with sets of generic software

life cycle cost baselines called up and modified from help

screens tied to estimating equations. It presents require-

ments for an interactive computer program to implement the

Sdeveloped methodology, and identifies the logic and functional

modules to be programmed.

Section 6 presents the concepts developed for an

interactive software design/life cycle cost estimating system

that uses the COCOMO model equations and libraries of generic

software C3I baseline structures called-up and modified with

the use af help screens.

Section 7 presents the concept of "Sizing" libraries and

gives an example as to how existing programs could be analyzed

to develop generic C3I software breakdowns and hierarachy of

modules of instructions that could form the basis for computer

program sizing.

4 f
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2. MODEL RESEARCH

2.1 COCOMO

The COnstructive COst MOdel (COCOMO) is a software devel-

opment and maintenance effort estimating model that exists in

a hierarchy of three increasingly detailed regressions of a

database of 63 software-projects under TRW control. Project

data was grouped into development mode, application type, year

of development, type of computer used for development, and

programming language. Regressions of delivered source in-

structions (DSI) against manmonths (MM) of development effort

were made: one against the total number of instructions versus

the mode of development; and the other, the number of instruc-

tions within a mode of development.

2.1.1 Basic Regressions

Those initial data base regressions resulted in a set of

effort estimating equations cilled the basic COCOMO model.

Those equations are the following:

Mode Effort
1.05

Organic MM = 2.4(KDSI)
1.12

Semidetached MM = 3.0(KDSI)
1.20

Embedded MM 3.6(KDSI)

They estimate the number of manmonths required to develop a

software program of a given size in terms of thousands of

delivered source instructions (KDSI). The three modes of

development identified in the equations are as follows:

!:7,; .:i. , 5 . .. . .- *"*.:*. . . . . . .,...,-..*...--..--..... -.-,--,.*.-_-. . .-. , .



Orggoic Mode -- relatively small software teams in a

* highly familiar, in-house environment, with extensive

experience with related systems within the organization,

and a thorough understanding of how the system under

development will contribute to the organization's objec-

tives. Relatively relaxed about the way the software

* -meets its requirements and interface specifications.

*Generally stable development environment, with very

little concurrent development of associated new hardware

and operational procedures, minimal need for innovative

data processing architecture or algorithms, relatively

* ~low premium on early completion of the project, and no --

more than 50 KDSI of new software.

Embedded -- relatively large software team operating

within tight constraints to develop a product required to

* operate within (is embedded in) a strongly coupled com-

* piex of hardware, software, regulations, and operational

jJprocedures. A small team of analysts is used in the

early stages, along with a very large team of programmers

to perform detail design, coding, and unit testing in

0 parallel. The project can be expected to expend more

effort in accommodating changes and fixes; and higher

r
0 management. 

4
Semidetached Mode -- an intermediate stage between the

- organic and embedded modes. Accordingly, it is a mixture

* of the organic and embedded mode characteristic in which

team members that have an intermediate level of experi-

6
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ence with related systems, with a wide mixture of exper-

ienced and inexperienced members that have experience

related to some aspects of the systems under development,

but not others. The product size ranges between 50 and

300 KDSI.

The basic COCOMO model also had regressions against

development time. The results of those regressions are the

following schedule equations:

Mode Schedule
0.38

Organic TDEV = 2.5(MM)
0.35

Semidetached TDEV = 2.5(MM)
0.32

Embedded TDEV = 2.5(MM)

The primary variable in these equations is the number of

manmonths estimated using the effort equations, and the calen-

dar months required to develop the software (TDEV). It as-

sumes the Rayleigh distribution function for the determination .

of full-time-equivalent software personnel (FSP) over the

development phase:

FSP = MM(t/t] )e

The variable t represents the month for which the FSP level is

being calculated, and the quantity, t represents the month
D

at which the project achieves its peak effort.

2.1.1.1 Adaptation of Software

The basic COCOMO Model estimates the development effort .

7
Vi



and schedule time for the adaptation of existing software inI

terms of an equivalent number of new delivered source instruc-

tions (EDSI), which is used in the place of DSI in the COCOMO

estimating relationships. The equations for calculating EDSI

involve an intermediate quantity, the adaptation adjustment

factor (AAF).

EDSI = (ADSI) (AAF/100)

where, AAF = 0.40(DM) + 0.30(CM) + 0.30(IM)

and ADSI = Adapted DSI

DM = Percent design modified

CM = Percent code modified

IM = Percent of integration required for

modified software

The coefficients in the AAF were determined from the average

fractions of effort devoted to design, code, and integration-

and-test in the COCOMO data base.

2.1.1.2 Software Maintenance

COCOMO uses an estimated Annual Change Traffic (ACT)

factor to estimate annual maintenance manhours (MM) for a
AM

0 software program. ACT is the fraction of the software's

source instructions expected to undergo change during a typi-

cal year, either through addition or modification.

(MM) = (1.0) (ACT) (MM)
AM DEV

Another alternate factor for estimating overall life-cycle

maintenance manhours (MM) from acceptance test through
M

.2 
.C. .. .
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phaseout is the maintenance/development manhour ratio (M/D).

(MM) = (M/D) (MM)
M DEV

A third alternative is an estimate of the thousands of source

instructions maintained per full-time software person, and the

number of maintenance personnel (FSP) required to support a
M

given size development (KDSI)
DEV

(MM) = 12(FSP)

AM M

where,

(FSP) = (KDSI)/(KDSI/FSP)

M M

The software maintenance data in the COCOMO data base reflect

a range of cards per person (KDSI/FSP) from 3.2 to 132 with a

median of 25, a maintenance productivity (DSI/MM) from 36 to

1238 with a median of 164, and an Annual Change Traffic (ACT)

from 0.01 to 0.4 with a median of 0.08.

2.1.1.3 Computer Time

COCOMO adds the cost of computer time used in development

of software and the cost of clerical personnel to the effort

cost estimates. Computer time is estimated from historical

characteristics of projects wherein computer hours per devel-

opment manmonth have been determined for maxi, midi, and mini .1
type computers. Small to median size timeshared developments

used 0.2 to 1.5 hours computer time per development manmonth;

large or batch application developments used 3 hours per

9
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manmonth; and real-time developments used between 3 to 18

hours per manmonth. The smaller the computer used the larger

the number of hours.

2.1.1.4 Clerical Effort

Basic COCOMO estimates cover the cost of professional

personnel and paraprofessionals such as program librarians,

but not clerical effort. Three to four percent of the basic

manpower estimate must be added to cover the clerical effort.

2.1.2 Intermediate Models

COCOMO regressions are further refined in an "intermedi-

ate" model to reflect added sets of cost driver attributes:

o Product Attributes

RELY Required Software Reliabiltiy

DATA Data Base Size

CPLX Product Complexity

o Computer Attributes

TIME Execution Time Constraint

STOR Main Storage Constraint

VIRT Virtual Machine Volatility

TURN Computer Turnaround Time

o Personnel Attributes

ACAP Analyst Capability

AEXP Applications Experience

PCAP Programmer Capability

VEXP Virtual Machine Experience

LEXP Programming Language Experience

10
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o Project Attributes

MODP Modern Programming Practices

TOOL Use of Software Tools

SCED Required Development Schedule

The intermediate model equations are as follows:

Development Mode Nominal Effort Eguation

1.05
Organic MM 3.2(KDSI)

NOM
1.12

Semidetached MM = 3.0(KDSI)
NOM

1.20
Embedded MM = 2.8 (KDSI)

NOM

The effort multipliers related to the intermediate model are

abstracted in table 2-1. Except for SCED (Required Develop-

ment Schedule), RELY (Required Software Reliability), and MODP

(Modern Programming Practices) the effort multipliers can be

applied to the maintenance effort estimate as well as develop-

ment. SCED is only a factor during development, not main-

tenance, and RELY and MODP have different multipliers for

maintenance effort estimating. The same computer time and

clerical effort relationships are used.

* . .. . . .. . . ... . . . . . . . . . . . . . .

• ." .-,'
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Table 2-1. Software Development Effort Multipliers

Cost river Multiplier Range

Product Attributes Lo N oinal High
Required softuare reliability .75 1.00 1.40
Data base size 1.00 1.16 I
Product complexity .70 1.00 1.65 .
Computer Attributes
xecution tin constraint 1.00 1.66

Main storage constraint 1.00 1.56
Virtual machine volatility 1.00 1.30
Computer turnaround tim 1.00 1.15
Personnel Attributes
Analyst capability 1.46 1.00 .71
Applications experience 1.29 1.00 .92
Programmer capability 1.42 1.00 .70

Virtual machine experience 1.21 1.00
Programing language experience 1.14 1.00
Project Attributes .l
Use o4 modern programming practices 1.24 1.00 .82
Use of software tools 1.24 1.00 .83
Required development schedule 1.23 1.00 1.10

2.1.3 Detailed Model

The final codification of the COCOMO regressions was the

development of separate effort multipliers for each major

development phase. These multipliers are applied at a three

level hierarchical decomposition of the software product whose

cost is to be estimated. The lowest level, the module level

effort equations, is estimated by the intermediate model equa-

tion cost drivers that vary at the lowest level. They are:

the module's complexity and adaptation from existing software,

* programmers' capability and experience with the language, and

the virtual machine on which the software is built. The

subsystem level effort is modified by the remainder of the

cost drivers (storage constraint, analysts capability, tools.

schedule, etc.) which tend to vary from subsystem to subsys-

12
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tem, but which tend to be the same for all the modules within

a system.

Two work sheets are provided for input use. CLEF (Compo-

nent Level Estimating Form) and SHEF (Software Hierarchy Esti-

mating Form), found in the Prentice-Hall book. Table 2-2

summarizes the similarities and differences among the three

levels of the COCOMO hierarchy of models (Basic, Intermediate,

and Detailed).

II

Table 2-2. Summary of COCOMO Hierarchy of Models

COCONO Level

Estimate Basic Intermediate Detailed

Development mode, KDSI mode, KDSI, mode, KDSI,
effort NIDEV 15 cost drivers 15 cost drivers by phase

Development made, NIDEV Same as for Basic Same as for Basic
schedule

Raintenance iNDEY, ACT) i~lOEY, ACT, Same as for Intermediate
effort 15 cost drivers and

2 maintenance drivers

Product hierarchy Entire system System/components System/ subsystem/modu Ie9
CLEF fore and pro- SHEF fore and procedures
cedures

Phase distribution mode, KOSI Sam as for Basic mode, KDSI, -

of effort 15 cost drivers by phase " -

Phase distribu- mode, KOSI Same as for Basic Basic schedule distribution
tion of schedule Detailed effort distribution

Activity mode, KDSI Same as for Basic Same as for Basic
distribution

Requirements mode, KDSI Same as for Basic mode, KISI,
phase effort 15 cost drivers by phase
percentage

I.:>
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* 2.2 WICOMO .

WICOMO (Wang Institute Cost Model) is the Wang Insti-
• 2 "

tute's computerized implementation of the COCOMO model . It

was developed in the Winter 1962 Project I course at the Wang

- Institute under the supervision of Dr. James P. Bouhana.

WICOMO is user friendly and alleviates much of the prob- - "

lem of having so many inputs needed to accomplish an estimate

by providing a default baseline and definition "help" screens.

,-_ It generalizes COCOMO's system-subsystem-module hierarchy such

that it can be extended to any number of levels. It also

generalizes the COCOMO cost driver attributes to any level of

the software hierarchy defined. Values specified at higher

levels become the default values for lower level components.

Thus, an attribute which will be constant for the entire -*

system need be specified only once at the topmost level of the

hierarchy. while attributes which vary at the lowest level can

be specified for each such component individually.

Cost attribute values are restricted to standard- rating

levels. Interpolation can be accomplished only by modifica-

tion of the effort multiplier tables. However, these, along

with all other numerical values associated with COCOMO, are

obtained from an external file. This allows easy calibration

to fit the experience of a specific organization. The inter-

active approach used is illustrated with the basic WICOMO

display which is shown in figure 2-1. It contains the funda-

mental elements of the COCOMO effort estimating relationships

and an identification of the level of software hierarchy being

estimated. The upper part of the screen is used to display the

F" 14
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values of all attributes of the component. The lower part of

the screen is used for displaying results and help messages.

The bottom two lines are used for command input and error

messages respectively.

After the development mode and estimated number of deli-

* vered source instructions are entered, an estimate of develop-

ment cost can be made. Unless an estimate for each attribute

is also entered, the development cost estimate made would be

with "nominal" defaults for each of the attributes. Any of

the attributes can be changed and there are "help" screen to

aid in their estimation.

Current Copoent: Level: Copaent of: Hierarchy

RELY: DATA: CPLI:
TINE: STOR: VIRT: TURN: Attributes
ACAP: AEIP: PCAP: YEXP: LEIP:
NOP: TOOL: SCED:

PDCOST: DDCOST: CUTCOST: ITCOST: Estieates
D5I: NODE:

Res.ts
...Comand 'help' to find out what comands are available. I

Help Resuaqes;-

Enter a coamand Coiiand Input

Error Nessages

* Figure 2-1. WICOMO Interactive Screen Format - 6

WICOMO decomposes software systems into lower levels by

, ,estimating source instruction counts at succeeding lower

levels. Cost driver attributes are inherited by each lower

15



level and instruction counts are always summed to the higher

- level. Changes are automatically propagated.

*Three basic reports are available from WICOMO: RESULTS,

SUMMARY, and SCHEDULE. The "summary" and "schedule" reports

are only developed at the system level. The "schedule" report

presents a month-by-month schedule of man month and dollar

expenditures.

3. SIZING RESEARCH

All computer program sizing is based on some type of

functional decomposition of requirements. Decomposition starts

early in a development and continues until each requirement is

decomposed to a level low enough to be allocated to hardware,

software, or a procedure. Once requirements have been allo-

cated between hardware and software, software modules are

identified, named, and sized in source lines of code.

3.1 Analogous Sizing

In analogous sizing instruction countsfrom similar soft-

ware programs developed in the past are used to help in the

actual module sizing activity. Research was conducted into

methodologies for implementing analogous sizing in a user

friendly interactive computer program. Three activities were

investigated: the Aerospace Corporation's Guidlines,
/

Grumman's Software Cost Estimating Model, and the Navy's

Hardman Project Life Cycle Cost Model.

3.1.1 Aerospace Method

The Aerospace method does analogous sizing methodology in

two basic steps. First, a software work breakdown structure

0
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is developed, then instructions for the lowest level items in

the breakdown are estimated by engineering judgement. The

lowest level of the breakdown is to the functional level.

Analogous data is grouped by ranges of instruction for differ-

ent types of functions. Engineering judgements are made with --

respect to where, in the range of instructions, the program of

interest lies. Judgements are made based on three considera-

tions:

Complexity - Items to consider include required ac-

curacy or precision of the outputs, the amount of

autonomy in the function, and the survivablity of the

application.

A2lication - Consideration of the sameness of the

application of the software function compared with

the applications in the database.

Extensiveness - The extensiveness of the require-

ments contained in the function to be estimated is

compared with thos6 in the database (i.e., the number

of data links, the number of secure data lines, the

number and types of interfaces, etc..)

3.1.2 Grumman Method

The Grumman approach is similar to Aerospace's except it

is done on the computer in a cost estimating model called

"SOFCOST". It is executed as an interactive computer program

in which the estimator is coached in deriving a software work I
breakdown structure (SWBS) and estimating programs size by

judgements based on a stored database of historical SWBS size

data.

17
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The estimator, through an interactive terminal session,

- describes the system requirements suich that a SWE(S is estab-

*lished and displayed. The highest software level of this

* structure is the computer program configuration item. The next

level is the "category" of software and the lowest level is

the fulnction within a category. For each of the functions

- established in the desired wort-- break:down structure, a fUnc-

tional size data base is searched. After viewing the dis-

*played sizes the estimator compares this output with his

-knowledge of the functional requirement being estimated. A

size judgement is then made and entered into the model. Fig-

ure 3 1qfrom the IEEE paper, shows an example of the type o-f

* display of size information given.

Si
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TACTICAL PROGRAM SIZE DETERMINATION
RESULTS OF DATA SEARCH

DATA DESCRIPTOR: COMMUNICTN

SIZE CORP
VEHICL NSN FUNCTION SUBFUNCTION (WRDS) IL A/C NODL NANUF

FIGHTR A-A COlMMUNICTN DATA LINK CTL 187 20 FI4A CSDC TDY
ELCTRN AEN COMMINITN OIL 4 IN/OUT CTL 75 32 E2C L304F LITIN
ELCTRN AEN COMNUNICTN D/L 4 IN/OUT PROC 1100 32 E2C L304F LITTN
ELCTRN AEV COMMUNICTN OIL 4 AUTO ASSOC 180 32 E2C L3AA9 LITIN
ELCTRN AEV COMMUNICTN DIL 11 IN/OUT INIT 190 32 E2C L304F LITTN -
ELCTRN AEN CONMUNICTN DIL 11 IMIT PROCESS 1200 32 E2C L304F LITTN
ELCTRN AEl COMMUNICTN D/L 11 RCVE PROCESS 2400 32 E2C L304F LITTI
ELCTRN AED CONMUNICTN DATA LINK 4 1500 32 E2C L304F LITTN
ELCTRN AEN CONRUNICTN DATA LINK 11 4900 32 E2C L304F LITTN
SPLPUR ASH COMMUNICTN NULL 9500 32 E2C 1832A UNIYC
FIGHTR A-A COMIWNICTN DATA LINK 903 24 FI4A 54003 CDC
FIGHTR A-A CORMUNICTN DATA LINK 955 24 F14A 54003 CDC
CARGO CR6 COIRMUNICTN SECURE VOICE CTL 20 16 YC14 DAIS RSTN6
CARGO CR6 COMNUNICTN UHF FRED & CHAN SEL 300 16 YC14 DAIS VSTNG
CARGO CR6 COMHUNICTN VHF FRED & CHAN SEL 470 16 YC14 DAIS NSTNG
CARGO CRG COMUNICTN HF FRED 7 CHAN SEL 300 16 YCI4 DAIS VSTN6

IS THERE ENOUGH INFORMATION TO MAKE SIZE JUDGEMENT?

THE ANSWER IS 'YES' OR 'NO'

'YES,

ENTER SIZE JUDGEMENT

' 1500'

Figure 3-1. SOFCOST" Search Display Examplej
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3.1.3 HARDMAN Model

The Navy's HARDMAN Project Life Cycle Cost Model is not a -

software cost or sizing model. but its spreadsheet and library

features are worth considering for analogous estimating adapt-

ation.

The estimating system consists of four linked programs

that combine to estimate life cycle cost of equipments, assem-

blies. and subassemblies: an environment data set program, an

equipment design/cost model, a Weapon Removable Assembly (WRA)

design/cost model, and a Shop Removable Assembly (SRA)

design/cost model. Each model is similar in structure. Each

allows manipulation of input data files that describe the

design of an equipment, assembly, or subassembly, and each

computes the life cycle cost of a proposed design at its as-

signed level. In each case when a data set is created, it

becomes part of a permanent data library stored on disk.

Equipments are designed by entering equipment-level parameters

and choosing from the library of stored WRAs. WRAs are de-

signed by entering WRA level parameters and choosing from the

library of stored SRAs. The SRA is the generic building

block.

The Environment Data Set program requires both environ-

mental and cost factors that are common to the three levels of
0

equipment and do not depend on the type of equipment, nor

equipment design. These data are common input to the other

models. Sets of these data can be stored in the data library
SI

and designated for use with a given design.

* * .-.-- o

2,0
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The Equipment Design/Cost program allows the creation of

a library of alternate equipment designs and the estimation of

the life cycle cost of each alternative. The WRA Design/Cost

program allows the creation of a library of alternate WRA

designs and the estimation of the life cycle cost of each

alternative. The SRA Design/Cost program allows the creation

of a library of SRA designs and the estimation of the life

cycle cost of each alternative. Figure 3-2 illustrates the

information displayed from the library for an equipment.

Similar displays are stored for WRAs and SRAs.
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14. Noea docimoetatin Posts Opp)...................................200
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:4
Figure 3-2. Equipment Library File



3.2 Core Requirements Sizing

Doty Associates developed an algorithm for software siz-

ing based on the number of functions to be programmed and the

size of the memory of the computer being programmed. The

algorithm was developed by a multivariate regression of data

obtained from a study by the John Hopkins University Applied

Physics Laboratory. That algorithm is as follows:

0. 3-7 )( . 147 0.770 0. 177 + K
M = [(N ) (W )/(t )]e

F S C

where,-

M = Memory size in thousands of words of object

code

N = Number of major functions to be performed
F

by the software

W = Word size in bits
S

t = Cycle time of processor in microseconds
C

K = A constant dependent on application

where K equals:

2.573 for signal processing

2.727 for missile fire control

2.781 for interfacing

3.412 for communication

3.565 for navigation

4.046 for command and control

4.451 for weapon fire control

27,,'. °
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The variable, N ,is defined as being functions such as
F

communications, target tracking, target identification, navi-

gation, system monitoring, display, steering, parameter- meas-

urement, tuning, target data entry, timing sequence control4

etc.. W and t are defined by the CPU of the computer system
S C

planned to be used. By assuming that average core utilization

is approximately BC) percent, the Doty algorithm can be used

for estimating system size. In order to do this a HOL code to

object code and word size must be made. A summary of object

code/source instruction expansion ratios are given in

the B~oehm book.

3.3 PERT Sizing

The SLIM model uses what has come to be known as the PERT

sizing method for software sizing. According to a paper

presented by Dean, the SLIM model uses its EDITOR model to -

7
determine this. It requests three inputs:

A, the smallest possible number of source statements

M, the most likely number of source statements

B, the largest possible number of source statements.

It then uses each of these inputs to get an expected number of

lines of code (E )by using the formula

E =(A + 4M + B)/6

0
It computes the standard deviation of each input by the

relationship:

* =(B -A)/6

24
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The probability of a given number of lines of code is

estimated by adding and subtracting the required number of

standard deviations.

3.4 Software Science

In 1977 M. H. Halstead published a theory of software

complexity called "Software Science". That theory contained

a measure of computer program size in terms of program opera-

. tors and operands. Operators include arithmetic operators

(e.g., +, -' *9 /), logical operators (e.g., greater than,

equal to), and keywords (e.g., FORTRAN DO, COBOL PERFORM), and

delimitors. Operands include constants and variables.

n = number of distinct operators in program
1

n = number of distinct operands in program

N = total number of operators in program
1

N = total number of operands in program
~2

The length of a program, is simply

N =N + N
1 2

The vocabulary, n, of a program is simply

n =n + n

1 2

Elshoff at General Motors Research Laboratories calculat-

ed estimated length., N as follows

N = n log n + n log n
1 21 2 22

In addition., Elshoff found that the estimated length, N more

closely equated the actual length, N for well-structured

25
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9
programs.

There have been studies that correlate N to the number of

source instructions required. They were not pursued during

this contract; however, as will be seen later, information on

operators and operands are available in the NASA/SEL database.

Along this same line. McCabe has suggested a graph-

theoretic complexity measure of computer program complexity
10

called the "cyclomatic number". For structured programs,

cyclomatic complexity can be calculated by simply counting the

number of compares:

cyclomatic complexity = compares + I

Complexity evaluation is applied at the module level in a

program. It is used to control the size of a program and

hence its understandability from a maintenance standpoint.

4. DATA RESEARCH

A search was made of the type of data that would be

available for analogous software sizing and cost model verifi-

cation and validation. The search was made through the DACS,

the Data and Analysis Center for Software, operated by lIT

Research Institute under contract to RADC. As a result, an

analysis was made of the DACS Software Life-cycle Emperical

Database (SLED), the Areospace Corporation's Database, and the

0@
Electronics Systems Division programs on which machine data

was collected by Doty Associates in their 1980 sizing
11,3.,6

studies.

26
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4.1 RADC Data

The DACS has acquired seven sets of data from various

sources and maintains this data in the Software Life Cycle

Empirical Database. The seven sets of data are the following:

1) The DACS Productivity Dataset

2) The Reliability Dataset

3) The NASA/SEL Life Cycle Dataset

4) The Verification & Validation (V&V) Dataset

5) The ARF Error Dataset

6) The Baseline Software Dataset

7) The Operations and Maintenance (O&M) Dataset

Several of these datasets should be useful to analogous . -

sizing.

4.1.1 DACS Productivity Dataset

This dataset consists of summary data on roughly 400

software projects and was compiled by Richard Nelson of RADC.

The data was collected from open literature and private

sources in industry and government and represents software

development projects dating from the early 1960's through the

mid 1970's. The software applications range from avionics and

space-flight command and control functions and radar system

support, to off-the-shelf software packages, communications

software, and management information systems. Most of the

projects represent DOD or other government applications.

The dataset identifies eight parameters and several

derived factors for the different projects it contains;

however, not all parameters are available on each project.

The eight parameters identified are the following:.."-

27
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I) Project Identification

2) Project Size

3) Project Effort

4) Project Duration

5) Source Code Language

6) Errors

7) Documentation

8) Implementation

Project size is the number of lines of source code.

Source lines are SO character source records (assembly

language) provided as input to a language processor. Where

the size of the code has been given in computer words, an

arbitrary conversion to DSLOC was made dividing the computer

words by two for high order language DSLOC. Errors ar.e the

number of formally recorded Software Problem Reports (SPR).

Documentation is delivered pages of documentation including

program listings, flow charts, operating procedures, mainten-

ance procedures, and other descriptive material. Implementa-

tion is the techniques, such as structured coding, top down

design and programming, chief programmer teams, code reviews

or inspections, and librarian or program support library.

The derived factors are the following:

1) Productivity (DSLOC/TMM) "-,

2) Average Number of Personnel (TMM/TM)

3) Error Rate (ERRS/DSLOC)

4) Error Rate (temperal)(ERRS/TMM)

5) Documentation Rate (DOC/DSLOC)

28
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4.1.2 Reliability Dataset

This dataset consists of software failure data compiled

by John Musa of Bell Telephone Laboratories. The data was

collected throughout the mid 1970's and represents projects of

a variety of applications including real time command and

control, word processing, commercial and military. For each

software failure in the dataset the following items are re-

corded:

1) Project Identification

2) Failure Number

3) Failure Interval

4) Day of Failure

4.1.3 NASA/SEL Dataset

The NASA Software Engineering Laboratory (SEL) at Goddard

Space Flight Center collects extensive data on software devel-

oped by their Systems Development Section. Projects repre-

sented in the dataset span the functions of attitude determin-

ation, attitude control, maneuver planning, orbit adjustment,

and general mission analysis support systems. The data is

stored in eleven files. These files are the following:

* 1) Encoding Dictionary File

2) Estimated Statistics File

3) Header File

* 4) Change Report File

5) Component Status Report File

6) Component Summary File - part 1

* 7) Component Summary File - Part 2

8) Resource Summary File

29
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9) Run Analysis File

10) Component Information File

11) Growth History File.

The Encoding Dictionary file defines the code used in the

other files. The Estimated Statistics file summarizes actual,

* not estimated, size, effort, and source environment data on a

project. The Header file provides schedule dates for life

cycle milestones of the project.. The Change Report file

records effort and type of changes. The Component Status

Report file records the hours spent each week during develop-

ment on design, code, and test. The Component Summary file

* summarizes, for each component of the program, complexity,

* application, size, schedule, effort to develop, and language.

* The Resource Summary file records the consumption of resources 1:
* for a specified time period, including manpower, computer, and

*support services. The Run Analysis file records the objec-

tives and results of each computer job submitted and whether

*the run was interactive or batch. The Component Information

* file provides information on software science metrics, and

instruction mix parameters. This information is obtained from

"Source Analyzer" programs. The Growth History file is a

weekly accumulation of source lines written, modules, and

changes.

Of particular interest in the NASA/SEL Dataset is the

%classification of components as combinations of the following

* types of functional software:

-~ ~ 0 *



1) I/O Processing

2) Algorithmic

3) Logic Control

4) System Related

5) Data/COMMON Block.s

6) Other

and the following software module details:

1) Number of E>ecutable Statements

2) Number of Lines with Comments

3) Number of Comment Lines

4) Number of Unique Operators

5) Number of Unique Operands

6) Total Number of Operators

7) Total Number of Operands

8) Number of I/O Variables from Module

9) Number of Decisions (McCabe's Measure)

10) Number of FUNCTION References

11) Number of I/O Statements

12) Number of Assignment Statements

13) Number of CALL Statements

14) Number of FORMAT Statements

4.1.4 Verification and Validation Dataset

This dataset contains data collected during the indepen-

dent verification and validation (V&V) of five software pro-

jects. Although the specific projects are not identified an

overall classification is made as to whether or not a project

is C3I or not. HOL and Assembly language lines of code are

given and the programming practices used identified. The

. . . '-.
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primary purpose of the dataset is to record the type of errors

which can occur during V&V activities, not software sizing.

The general size of the projects reported are from 14,000 to -

52,)00 lines of code.

4.1.5 Operations & Maintenance Dataset

This dataset is data collected against the PAVE Phased

Array Warning Systems (PAWS). The PAVE PAWS is an over-the-

horizon radar system in operation at Otis Air Force Base and

Beale Air Force Base. The data collected is maintained in S

seven files:4

1) Maintenance Activity File

2) CPCG Description File 0

3) CPCG Status File soyi1

4) Segment Change History File

5) Change History File

6) Discrepancy Repbrt History File

7) Personnel Experience Profile

The Computer Program Configuration Group (CPCG) Description

and Status files may be of use in sizing. The CPCG is a

subgroup of computer program configuration items. The CPCG

SDescription file contains data providing information on the

characteristics of the PAVE/PAWS software at the CPCG level,

including size in source lines and words of machine code,

0 environmental factors, and development constraints. The CPCG S

status file contains information on the size of the CPCG and

its revision identification, along with change information.

Much of the information in the file is compatible with the

32



the COCOMO model requir-ements.

4.2 Aerospace Data

The Aerospace Corporation developed a software sizing

data base in 1983. The data base contains data concerning

*software size versus software function at the subsystem and

component level. They are directly used in analogous sizing.

* Some of the data irn the data bas.e is at the CPCI level, some

*at the CPC level, and still others at the module level. The

data includes information on the software function, the size

in lines of code, the system, the type of application, the

development status, the language in which the software was

4 written, the complexity of the technical requirements of that

f functi on, the computer on which the software was hosted. and

*the word size of that computer.

A five level software wort- breaktdown structure is used to

- correl ate functions to appl icati ons, to environments, to pl at-

-forms, to system. An example of the software work-. breakdown

structure is shown in figure 4-1. The application level i s

*equivalent to a CPCI, the function level is equivalent to a

CPC or a module.

The data base contains ranges for certain software func-

tions. These ranges were based on engineering judgement as to

* what constituted a similar function and what requirements were

included. Typical standard software functions isolated in the

- data base are the following:

Attitude determination and control

Automatic gain control 0

Atti tude maneuver



- -'------

Antenna pointing

Command generation

Command guidance system I

Commanding

Command and control (C2)

Command, control and communications (CZ)

Di agnostics

Data base routine

Data reduction

Display management

* A1Etc.il

Project Name SYSTEM3

Flight Ground PLATFORM

* Avionics Unmanned Manned Naval Fixed Mobile Remote ENVIRONMENT

Space Space

* Spacecraft Payload Support Mission Date Command i Control APPLICATIU,
Planning Reduction

a

Attitude Antenna Utilities Housekeeping Telemetry Attitude FUNCTION
Manuever Printinq Processinq Determination

Figure 4-1. Software Workc Breakcdown Structure f or Aerospace DataI
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4.3 ESD Project Data

4.3.1 Projects

The addendum to the ESD "Handbook of Procedure for Esti-

mating Computer System Sizing and Timing Parameters" contains

the types of data that can be used in the development of
6

computer system analogies for for C31 core memory sizing. It

contains a listing of typical ESD C3 major projects, and

associated listing of generalized computer equipment specifi-

cations for some ESD systems. Typical of the sample projects

identified are the following:

o Air Force Satellite Communications System 1205

* o Air Force World Wide Military Command and Control

System

o Cobra Dane 633A

o Combat Grande

o Combat Theater Communications 478T

o CONUS Over-the-Horizon Backscatter Radar 414L

o E-3A Airborne Warning and Control System- (AWACS) 411L

o E-4 Airborne Command Post 481B

o Joint Surveillance System 968H

o Joint Tactical Information Distribution System 634B

o NORAD Cheyene Mountain Complex Improvements 427M

o PAVE PAWS 2054

a SAC Digital Information Network (SACDIN) 1136T

o Tactical Air Control System Improvements (TACSI) 4856

Typical of the computer equipment specifications identi-

fied are the following:
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o Control Data Corporation (CDC) Cyber 74

o Control Data Corporation (CDC) Cyber 174-12

o Control Data Corporation (CDC) System 17 _

o Control Data Corporation (CDC) AN/UYK-25 MP60

o Data General NOVA 840

o Data General NOVA 1220

-Digital Equipment Corporation (DEC) PDP 11/05

o Digital Equipment Corporation (DEC) PDP 1I/C0 land

11/403 6

o Honeywell H-716

o Honeywell H-6050 and 6060

o Honeywell H-6080 

o IBM 370/155

o Intel 8)

o Raytheon RDS-500

o Rolm 1603

o Texas Instruments TI-980A

o UNIVAC AN/UYK-7 ,- o~

o UNIVAC AN/UYK-20 (V-1600)

o UNIVAC AN/UYK-1106

o UNIVAC AN/UYK-1110

o UNIVAC AN/UYK-1616

The report identifies the primary functions and characteris-

tics for each computer used by each system. For example, it

provides detailed information on the following computer

characteristics:
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Data Format

Main Storage

Central Processor

Input/Output Control

Peripheral Equipment

4.3.2 SARE Data Collection Methodology

The Software Acquisisiton Resource Expenditure (SARE)

data collection methodology is being developed by the MITRE

Corporation under the direction of the Electronics Systems
12

Division (ESD) of the Air Force. It will be used by ESD to

collect cost (dollars and hours) and schedule data on software

developments and correlating technical characteristics. It

establishes software-related Work Breakdown Structure elements

for consistent cost data collection across programs, and it

provides a data item description (DID) for software cost data

collection that can be referenced in the contract data re-

quirements list (CDRL) of the contract.

A draft military standard provides definitions for prime .?

mission software decomposition:

"Prime mission software (software sytem). The aggregate

of all computer programs and databases that operate as part of

the defense system. This includes applications software

developed specifically to provide a prime mission function of

the defense systems and support software, such as off-the-

shelf operating systems, data base management systems, on-line

diagnostics, etc.. which execute in the target computer(s)

during any mode of system operation .... The prime mission soft-

37
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ware may be partitioned directly into computer program config-

uration items or it may be partitioned into software subsys-

tems which are in turn partitioned into computer program

configuratin items...

Software subsystem. A subdivision of the software system
-4

which operates as an integral whole and provides a major

function of the system. A software subsystem is comprised of

two or more computer program configuration items...

Comp te rogCam configuration item (CPCI). An aggregation of - S

software, or any of its discrete portions which satisfies an

end use function and has been designated by the government for

configuration management...

ComUter_ 2Qgrgam component (CPC). A functionally or logically

distinct part of a CPCI distinguished for convenience in

designing and specifying a complex CPCI as an assembly of
15

subordinate elements..."

Requirements for extended CPCI contract work breakdown

structure elements were given in the draft MIL-STD. Figure

4-2 illustrates the specified breakdown of a CPCI.

The draft MIL-STD is used in conjunction with the draft

DID. The draft DID references the Boehm book Software Engi-

neering Economics, and the "NASA/SEL Data Collection Forms".

This makes the proposed data collection compatible with the

0.
COCOMO model. There are Project Summary and CPCI Summary

Forms provided with the DID. The Project Summary is sil pages

0
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25
Figure 4-2. CPCI Work Breakdown Structure Elements

and encompasses the following eleven areas:

a Project Description

o Resources

o Total System Size

o Difficulty

o Techniques Employed

o Formalisms Used

a Automated Tools Used

o Software Standards

o Project Schedule

o System-level Software-Related Documentation

o Corporate Experience

.............................9



17
The CPCI Summary form is shown in figure 4-3. It is direct-

ly compatible with the input requirements of the COCOMO model

and many instructions for completing the form are directly

* from the Boehm book. A key input to the form is a breakout of

all the software functions performed by each CPCI.

1 .2 CI FUNCTIONS - LIST ALL3 MUON FlOM ?SLI I TaU &Z M903 aul IREK CPCt:

TIP& CATIuCOR ZLF121 ONyc

1.4 INK0!? COMUTUR(S) ____________________________________

L-5 ES TIC TARGET COMPUTER 2Zt1 DlU.OV C010COROIL, HMl THE CIPCI? ________________

1.6 VIRTUAL WHCIM VOLAnLTV tCUNCK TR3 APPROP&LATZ LETYU.

A. LOW

8. MOKINAL

C. HI1GH

0. Viny RICH

PROJECT:COPIOMNT * USX OEszoz MOD. IZ CODE MOD. INTEGI'N REQ '

14
Figure 4-3. CPCI Summary Form
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3. SIZE

3. LDELIVERABLE SOURCE INSTRUCTIONS EXLDING SOURCE CODE DOCUENTTION: _________INSTRUCTIONS

3.2 LINES OF SOURCE CODE DOCUETAION: _________LINE

13 J SLIVCABLI MACMIME INSTRUCTIONS: _________INSTRUCTIONS

3.4. MO-DELIVABLE SUPSOIT SOFWARE: _________INSTRUCTIONS

3.5 DATABASE SIZE: ITES9

3.'. SIZE BKEAKOW BY LANGUAGE (TOTAL LOOS)

LANEGUAGE PRETG ACAEPRETC

6-ASSEMBLY Z ALGOL_____

COBOL 1 IORTEAM ____

JOVIAL______ IL/I_____

AA Z MICROCODE______

OTHER: %____________ Out&__ 01: ___________

OTHER: ____________________I OTHER: _____________

3.? SIZE BREAKDOWN MY OPERATION (TOTAL LODZ0):

A. DATA STORAGE AND RETRIEVAL

A- ONLINE COMMfUNICATIONS

C. REAL-TIME COMMAND AND CONTROL

0. IMTERACTIVE OPERATIONS________

E. MATHEMATICAL OPEAYIOVS ________

F. STRING MANIPULATION ________

G. OPERATING ST1 _________

3.5 NUMBER Of MODUL.ES:_______

3.9 SIZE OF MODULES: SMALLEST ________ LABRST ______ AVEAGE _______

4. SPECIFICATIOMS

4.1 FORM OF SPECIFICATION: (CMECK ALL THAT ARE USED AND GIVE THE LEVEL)

________________________________CPCI CEC OTER_(SPECIFY)

A. FUNCTIONAL-

S. PROCEDURAL- -

C. ENGLISH- -

D. OTHER: _____________ ___ -

14
Figure 4-3. CPCI Summary Form (cont.)
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5 INTERFACE

'. PIIAISIOU OF SCIFPOOMICATILE: NAM.

A. VJUT fEcIsE -_ S. IEISI -- C. imacisi ___"_+.

__ 5. I NTESFACES

5' .1 ,'llIIIS OFV COI0N1IIS CALLED: 11____ 41l111 ___________________________

5.2 UM.II CALLING TlIS CPdC: NAM: ""

.2 NUINEI OF DIFrFUElSl I/O YvOINtATl: 1311 ______"_ 0411PU1 ________.__

6. DIFFICULTY

6.1 PRCET ImLIZATION: . OZ 51Z TO 70[ 711 TO 85z 86Z 10 95% 95"

A. FAIN STORAGE

8. PERIPHERAL STORAGE - - - - -

6.2 SECURITY: DOE A DOD SECURITY CLASSIFICATION A1LY TO llZ C1CI OR hilT O
r 

ITS INIJISIOUTUt' ____,_-_

6.3 PROTECTION: IS TIE CPCI REQUIUD TO SATISFY ANT PIVICT OR POTECTIO IEQUIIIREIENTS? --____._

6.4 1ULTIpLI SITS CONFIGURATION:

A. NMOn OF DISTINCT SITES ;-

S. NUMBER Of DSTICT COrIGURATIONS _ _"

6.5 REQUIRED dCI! RIEIASILMT (1dUCT APR IATZAIE LZIV.):

A. VERT LOW"

A. LOW

*C. MOKINAL

D. HIGH

E. VY NICK

6.8 COMPLEXITY (CUECK THE APPROPRIATE LEVEL):

A. VERY LOW

*+ S. LOW

c. NONiHA.

0. HIGH

E. VERY NICH

14

Figure 4-3. CPCI Summary Form (cont.)
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7. COMPUTER ACCESS

1.1 PERCCUTIE OF soasCE INSTRUCTIONS D9VlLOFE USING BACE OF THE FOLLOWING (TOTAL * 10021

A. MATCH_______

5. DEDICATES FECISEC ________

C. TEST NED WITH SIGN flIONITT ______ I

0. TEST 590 WITH LOW PIIONITI _______ I

I. INTERACflUI _______

7.2 COFUTER TURSNAOUND TIM:

A. LOW (INTERACTIVE)

8. IWNINALI 4 MNIS)

C. HIGM (4 TO 12 MUS)

D. VESLY SI 12HIS)

8. CPCI KILESTONES

HILISTONIS DATE CST'D ACT'L i4UEL

A. DESIGN START _____ -

a. FRI.ININARY DESIGN REVISW (POE) F IRST ________

C. POE - fiNx"

0. DEVEOPNT SPECIFICATION APPROVAL

L.. CALTICAL DESIGN JXSV-(GDa) F=T35. _______

1. CDR - Fix")

G. CODING L MOUG - ST

H. CODING 6 DEUGN - CONLETION

1. INFORMAL TEST AND tUTECRATIOU STA19T________-

J. INFOENAL TtST AND INTEGEATIOR COMPLETION _______

K. FEELIKNANT QUALIFICATION TEST (POT) - FIRST _________

L. FQT - FINAL______

N. FORNAL QUALIFICATION TEST IFQT) - FIRST________

N. POT - FINAL

0. PRODUCT SPECIFICATION APFEOVAL_________ -

P. FUNCTION"L CONFIGURATION AUDIT (ICA)_________ - -

Q. PHYSICA" CONurA"TION AUDIT INCA) ________

OTN9R:

14

Figure 4-3. CPCI Summary Form (cont.)
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9. DOCUMEMTATIOE

TITLI UMIVMT DATE 0 PAG EST'D ACT'L

A. CPFI DEVELOMENT SPt I/CATIO _ _"

A. CFCZ PRODUCT SPECIfCATIONu - -

C. TEST FLO _ _

D. TEST PROCEDURES _ _

E. TEST REPORT " _ _

F. USER'S 1MMAL -

G. OTHU _:
M. OTHER:

1. OTHER: _

J. OTHER: _

10. PERSOUNL

10.1 AVEAGE EF.XJUINC Of PESONELG

4_ Ns 4 _0_To I Yl I TI O 3 Ufl 6TIS I 3To TE 6 fAES

A. ADPLICATION AIA

I. TI MIQUES T0 I USED

C. LANGUAGES TO SE USID

0. VIRTUAL 1ACHIN1 -.-.E -.-

I. SUPPOET SOlug/ITOOLS

10.2 AVRAGE QUALITY Of III CICI DILOPINT FI (PFCEItMLn):

___Is__ _ _ - 351 36 - 55Z - S -755 7: - 90 _ .902

A. ANALySTS1 OSIGM S

S. PRSAISIS

C. TESTERS

0. OVI[ALL

10.3 E&ENIEICE WITH MDI FROGAIMIIG PIACTICES:

A. VERY LOW

A. LOW

C. NORMAL

60. HIGH

E. VERY NIGH

14
Figure 4-3. CPCI Summary Form (cont.)
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II

LO.4 UERSONIMl EVALUATION Is 890 on:

A. CORUPOATE AVIUAGES

I. SPBIFIC TA iU•

C. OTHER: . .

LI. SorrNAR CfAMGZN

INGINEERING CRIUGl ltOpOSALS S/ TROUBLE R[PORTS

PHASE 0 SUBNMITTED I APPROVED EST. COST OPENED CL.ISED

A. PRELININARY DSIGN_ $_ -__
( CONTIRACT AWARD TO FD)

A. DETAILED DESIGN $__ _

M TO1 CDR)

C. CODE 4 DEAUG S_
tCDR TO T&I START)

0. TEST & INTEGRATION _

ITl START T0 Q1)

9. SYSTCI-TEST/ OC $
I SPQT TO CONTRACT 90D) 1 1

TOTAL _______ ______ $_______.-_____ ______

FIEPARID By_________________________________ DATE ______________

APPROVED my_______________________________ DATE _____________

RE.PORTING MILESTONE___________________________

14

Figure 4-3. CPCI Summary Form (cont.)
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A table of generic operational and support functions is

provided for uniformity of data classification. That table is
18

shown in Table 4-1.

Table 4-1. Software Functions

Type Category Index Function

Operational Displays 1.1 Avionics
1.2 Commana. Contro. & Communications
1.3 Other

Avionics 2.1 Mission Planning
2.2 Navigation
2.3 Aircaft Stowring & Flight Control
2.4 Sighting, Designation & Location Determination
2.5 Weation Delivery
2.6 Electronic Countermeasures
2.7 Other

Command. 3.1 Network Monitoring
*Conro.& 3.2 Newr Con A wthn

4omriali~ .3 Otere Cterinl Oeaonec
4.4 Specnal Proei nec
4.5 Othser torOutput
4.6 O Erro llndit/reuonfiuainRcvr
4.7 Muetioaue CogginguRerieatinl to
4.8 Paerdmacetonitrn asCleto
4.9 Other

Datautave 4.1 omuer Datesre RaetrenOtpu
4.2 Conue Data oas Inteaceaio pdtn
5.3 Other TmnlOeao nefc

* Tainng4.1 Contro f EerCoiseSgueating Contro
6.28 pro Performance ntrn Data Collection.
6.3 Other

Datan 7m .1 Sy-tem Oeatsiness Tetrivl&Otu
5oimn .2 omuter Dit asnosti lzto &Udtn

Diagnostic 5.3 MteryDansi

*O-n 7.5 SysitemReditrnel Dianoti

7.6 I/O Diagnostic
7.7 Mode Diagnostic

L 1 _______ 7.8 Other

* 461
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Table 4-1. Software Functions (cont.)

1Type Categorv Index Function

Support Operating V. Computer Resource Management
System 8.2 Computer Operator Interface

83 Terminal Operator Interf ace
8.4 Input or output
as5 Error Handling/efigmcuoniRcovery
8.6 P*rfomanc Monitoring & Data Collection

87 Other

Equipment 9.1 Oft.Lirw Computer Diagnostics
Mantenance 9.2 Other

Software 10.1 Hiagier.Order Language Compiler
Development 10.2 Assemibler

10.3 Debugger
10.4 Loader or Editor
10.5 Other

Off-Line 11.1 Data Base Definition
Data eas. 11.2 Data Sage Initialization or Updating
Management 11.3 Data Saga Retrieval & Output Formatting

11.4 Data Sawe Restructuring
11.5 Off -Ljie ata Sam~
11.6 Other

Deegn12.1 Den alaeaDesign
12.2 Data Saga Processor Design
12.3 Pei formance Simulation
12.4 Data Reduction
12.5 Deto Analysis
12.6 Other

Test 13.1 Teat Cawe Generation
Software 13.2 Test Cawe Data Reawring

13.3 Test Oats Reduction
13.4 Test Analysis
13.5 Other

4Utilities 14.1 Media Conversions
14.2 Format Translation
14.3 Sort/Merg
14.4 Program Library Mainteance
14.5 Other

Off-Uina 15.1 Data Reduction
Traning 15.2 Training Analysis

15.3 Scenario Preparation

15.4 Other

Proect16.1 Proitet Event Status AccountingManagement 16.2 Schedule Ma1intenancelProiection
16.3 Financial Accounting
16.4 Software Coat Reporting
16.5 Hardware Coat Reoorting
16.6 Softwre Cost Prediction0
16.7 Hardware Cost Prediction
16.8 Other

Hardware 17.1 Interfacing Hardware Simulations
Subaystemn 17.2 Environmental Simulations
Simulations 17.3 Operator Action Simulations

17.4 Other
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5. CONCEPT DEVELOPMENT

From each area researched selected features were inte-

grated into a concept for an interactive software cost estima-

ting model compatible with the amount of information available

at the conceptual phase of the life cycle. Figure 5-1 illus-

trates the features selected.

5.1 Selected Features

The heart of the concept is the COCOMO software cost

estimating equations. These equations are input by analogous

judgments made from reviews of stored libraries of baseline

C3I system software. The database structure used is a combin-

ation of the data structures used by the SARE breakdown devel- -jJ

oped by MITRE and the formats of the DACS center. The WICOMO

"help" screen approach is the bases for parameter inputting,

and the Navy HARDMAN concept of default libraries will be thT

basis for sizing analogies and COCOMO calibration. Finally,

there will be compatibility with the NASA/SEL dataset generic

SOFCOST SARE
Analoqous --- Breakdown
Database (---I
Concept

- DACS Data
* I
I I

I I

WICONO COCONO NASA/SEL

Help ....) Cost Estisatinq ( - Nodule
* Screens Equations Functions

* I
S I :

HARODMAN Software
Dataset Science &
Library McCabe Metric .1

0 Approach

Figure 5-1. Concepts Selected
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module structure and the metrics of software science and

cyclomatics.

5.2 Dataset Formats

Software design trade-off data set formats were formu-

lated along the basis of those used for hardware in the Hard-

ware models. These are the sets of data that are compatible

with a cost estimate made using the COCOMO model. Three

levels of software breakdown were formulated: modules, CPCs,

and CPCIs. A module is defined to be compatible with the SARE

as a discrete part of a computer program configuration item

(CPCI) with an identifiable function and which can be indivi-

dually compiled or assembled.

Modules are grouped into six generic classes to serve as

building blocks of software code from which CPCs and CPCIs can

be designed. These six classes are compatible with those .0.

identified by the NASA Software Engineering Laboratory:

I) System Related

2) Input/Output Processing

3) Algorithmic

4) Logic Control

5) Data/COMMON Block

6) Other

A generic "system related" module is defined as a logical

block of code used for operating systems, executive programs,

and task management programs. "Input/Output Processing" mod-

ules are logical blocks of code related to activities external

to the computation system. "Algorithmic" modules are logical

blocks of code used for calculations of formulas. equations.

49
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SI

trigonometry, and data manipulation in general. "Logic Con-

trol" modules are logical blocks of code used for making

decisions based on previously stored/manipulated data. .

"Data/COMMON Block" modules are blocks of instructions related

to those constants, either volatile or nonvolatile, which are

set by the programmer. Figure 5-2 shows the structure of the

Module level dataset format.

A computer program component (CPC) is a grouping of

software modules into logically distinct parts of a CPCI

distinguished for convenience in design and specification.

Figure 5-3 shows the structure of the CPC level dataset format.

Figure 5-4 shows the structure of the CPCI level report.

A~ CCI is an aggregation of software computer program

components which satisfies an end use function and~has been

designated for configuration management.

Figures 5-2, 5-3. and 5-4 are the input and output infor-

mation that will be programmed to appear on the display soft-

ware cost estimating workstation terminal and be printed out

in hardcopy. The acronyms in bold print define the input data

"help" screens that will be programmed and called by typing

that acronym. Any input will be changable and the resulting

changes will automatically be made in the associated software

life cycle cost estimate.

The output of the estimate is a software life cycle cost S

and its associated estimating parameters. Software life cycle

costs are defined as consisting of Development, Implementation..

0 and Maintenance costs. The elements of development cost are 0

50-



Plans and Requirement costs, Product Design costs, Programming

costs, Integration and Test cost, and the cost of computer

time used in program development .and test. Implementation

costs are the costs of computer program installation and

operator training. Maintenance costs are the costs of compu-

ter program update and repair (debugging). The parameter

summary gives the basis for the life cycle cost estimate

resul]ting from using the inputs in the COCOMO model equations.

KEDSI is thousands of "equivalent" delivered source instruc-

tions. Development MM are the total person months required

for development. Annual Maintenance MM are the total person

4 months required annually for computer program maintenance.

The Nominal Development and Implementation times are the cal-

endar months required for those functions. At the CFC level

the modules in the CPC are tabulated along with their KEDSI

and development and annual maintenance person months. Similar-

ly at the CPCI level the CPC within a CPCI are tabulated.

'~- :-,'7

4 7
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Software Module

Funct ion:

-COST SUMMARY ( YR $000) PARAMETER SUMMARY

LIFE CYCLE COST KEDSI
Development MM

DEVELOPMENT COST ---- Computer Ti me ---
Annual Maintenance MM

Plans and Requirement ---- Nominal Development Time ---- M
Product Design ---- Nominal Implementation Time ---- M
Programming ---- Length of Operating Life ---- YR
Integration and Test -----
Computer Time ---

*IMPLEMENTATION COSTS MAINTENANCE COSTS

Install at ion ---- Update ---
*Training ---- Repair ---

INPUT DATA

I DEYC Development Computer Type (MAXqNIDIMINZqMICR).
2MODE Software Development Mode (ORGN,SEMI,EMED) ........ ---

*3 1(DSI Thousands of Delivered Source Instructions(decimal) - ---
* 4 ADPT Percent KDSI Adapted (integer).............

5s CPI Conversion Planning Increment (integer)........
*6 DM Percent Design Modified (integer)..... .. .. .. ..

7 CM Percent Code Modified (integer). ...........
6 IM Percent Integration Required for Mod. (integer) ...
9 COMP Computer hrs/mm of Development (decimal).... .. ..
10) CPLX Module Complexity (decimal)....... ... . . .. .. ..
11 RELY Required Module Reliability (decimal).........
12 PCAP Programmer Capability (decimal)...... . .. .. .. ........

*1Z VEXP Virtual Machine Experience (decimal)..... .. .. ..
14 LEXP Programming Language Experience (decimal).......

*15 AEXP Applications Experience (decimal)..... .. .. .. ..
16 INST Installation Complexity (decimal)..... .. .. .. ..
17 TRAIN Training Complexity (decimal)....... ... . .. .. ..
16 ACT Annual Change Traffic (decimal).............

Figure 5-2 Computer Program Module Dataset
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Software CPC

* Function:

COST SUMMARY ( YR $000) PARAMETER SUMMARY

MODULE OTY KEDS I MM MM
DEV AM

LIFE CYCLE COST
System. - _-_ - - - -- - - - - -

DEVELOPMENT COST 1/ ----O
Algor - - - - - - - - - - - -

*Plans and Requirement__... Logic -- --- --- ---
Product Design ---- D/B -- --- --- ---

*Programming ---- Other --_ --- ---- ---
*Integration and Test ----

Computer Time ---

* IMPLEMENTATION COSTS _ TOTAL _

Installation ---- Nominal Development Time ----- M
Training ---- ,Nominal Implementation Time ------_M

Length of Operating Life---------YR
*MAINTENANCE COSTS

* Update
*Repair---

INPUT DATA

1 DEVC Development Computer Type (MAXI.MIDI.MINI,MICR) ...
2 MODE Software Development Mode (ORGN..SEMI.EMED) .............

* - ~KDSI Thousands of Delivered Source Instrucindeia)
* 4 ADPT Percent KDSI Adapted (integer).............

* ~5 CPI Conversion Planning Increment (integer)...................
6 DM Percent Design Modified (integer)...........
7 CM Percent Code Modified (integer).............
8 IM Percent Integration Required for Mod. (integer).
9 COMP Computer hrs/mm of Development (decimal).......
10 CPLX Module Complexity (decimal)....... ... . . .. .. ........
11 RELY Required Module Reliability (decimal).... .. .. ........
12 TIME Execution Time Constraint (decimal)..........
13 STOR Main Storage Constraint (decimal)............----
14 DATA Data Base Size Factor (decimal)...... ... .. .. ..

* ~15 ACT Annual Change Traffic (decimal).............

Figure 5-3 Computer Program Component Dataset



Software CPCI

- Function:

COST SUMMARY ( YR $000) PARAMETER SUMMARY

CPC OTY KEDSI MM MM

LIFE CYCLE COST DVA

DEVELOPMENT COST

Plans and Requirement------ -- --- --- ---
Product Design-- - -- - - - - - - - - -- - - -

*Programming 
---Integration and rest ---- TOTAL -- --- --- ---

Computer 'rime ---
1 Nominal Development Time -------

IMPLEMENTATION COSTS Nominal Implementation Time--------M
Length of Operating Life YR

Installation .

*Training ---

MAINTENANCE CO;S4 ----

Update ---
Repair

*INPUT DATA

1 DEYC Development Computer Type (MAXIMIDI,MINIMICR) .

2 MODE Software Development Mode (ORGN,SEMI,EMED)......
3 KDSI Thousands of Delivered Source Instructions(decimal) - ---
4 ADPT Percent KDSI Adapted (integer).............
5 CPI Conversion Planning Increment (integer). .......--
6 DM Percent Design Modified (integer)............

* 7 CM Percent Code Modified (integer)... .. .........
a IM Percent Integration Required for Mod . (integer).--- ---

*9 COMP Computer hrs/mm of Development (decimal) .......--
10 CPLX Module Complexity (decimal)....... ... . . . .. .. ........
11 RELY Required Module Reliability (decimal)..... . .. .. .
12 VIRT Virtual Machine Volatility (decimal)..... .. .. ..

* ~13 TURN Computer Turnaround Time (decimal)...........
14 ACAP Analyst Capability (decimal)............. ---15 MODP Use of Modern Programmming Practices (decimal)
16 TOOL Use of Software Tools (decimal)............ .
17 ACT Annual Change Traffic (decimal)............ .
18 YEAR Dollars (then, now).................. . . ... .. .. ......

Figure 5-4 Computer Program Configuration Ite. Datast
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5.3 Dataset Inputs

The inputs at each level of the software hierarchy con-

tain both common and unique data. The following common inputs

are required regardless of the software structure level being

estimated:

D8VC -- the expected development computer (maxi. midi.

mini, micro)

MODE -- the expected software development mode as defined

by Boehm (organic, semidetached, and embedded)

KDSI -- the estimated number of thousands of delivered

source instructions.

ADPI -- the estimated percent of KDSI that could be

adapted from existing programs.

CPI -- the estimated planning increment of instructions

needed to do the conversion analysis and planning.

DM -- the estimated percent of existirQ programs that

would be redesigned to perform the required func- -

tions and/or missions.

CM -- the estimated percent of existing code required

to be modified.

IM -- the estimated percent of normal integration
required for adapted software integration.

COMP -- the estimated computer run time hours required to

support a person-month of software development
activity based on a type of computer and soft--

ware product.._.

CPLX -- the estimated relative effort multiplier based on

complexity of the software program to be devel--

oped for the number of delivered source instruc-

tions.

RELY -- the estimated relative effort of software develop- 
ment required for software reliability for a

given number of delivered source instructions.

ACT -- the estimated annual percent of effort required
for software program source instruction change

through additions or modifications.
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At the module, but not the CPC and CPCI levels, the fol-

lowing information is input:

PCAP -- the estimated relative software production based
on programmer capability.

VEXP -- the estimated relative software production based
on programmer virtual machine experience. -

LEXP -- the estimated relative software production based
on the level of programming language experience
of the project team developing the software module.

AEXP -- the estimated relative software production based
on programmer experience with the software appli-
cation.

INST -- the estimated percent of development effort
required for software program installation and
checkout.

TRAIN - the estimated percent of development effort
required for software operator and maintenance
support training.

At the CPC but not the CPCI or module levels, the following

unique information is input:

TIME -- the estimated added effort required for a given
number of instructions based on expected available
execution time.

* STOR -- the estimated added effort required for a given
0 number of instructions based on program expected

main storage usage.

DATA -- the estimated relative effort for the development
of the size of the data base required.

At the CPCI but not the CPC or module levels, the following

unique information is input:

* VIRT -- the estimated virtual machine volatility impact
on the effort required to develop a given number
of delivered source instructions.
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TURN -- the estimated computer turn-around time for
program decks effect on the effort required to
develop a given number of delivered source in-
structi ons.-

ACAP -- the estimated impact of the software analysts
capability on the effort required to develop a
given number of delivered source instructions.

MODP -- the estimated impact of the amount of modern
programming methods applied to the development on
the effort required to develop a given number of
delivered source instructions.

TOOL -- the estimated impact of the presupposed software-
tools that will be used on the effort required to
develop a given number of delivered source in-
structions.

The programs that generate the datasets reports will be

capable of running independently or additively, i.e., a run

can be made at the CPCI level by inputting the CPCI level

model, at the CPC level by inputting the CPC level model, or

at the module level by inputting the module level model; or a

run could be made of CPCs built from groups of modules, and

CPCIs from groups of CPCs. At each level of the software

breakdown Help screens have been developed to aid inputting,

and at each level default data will be developed for all

inputs. Default data will be contained in libraries of mod-

ules, CPCs, and CPCI life cycle cost data sets.

5.4 Cost Estimating Equations

The equations to be used to calculate estimates of life

cycle cost are the equations of the COCOMO model with

modifications to be compatible with the three-tiered software

structure and an interactive computer program:
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* THOUSANDS EQUIVALENT DELIVERED SOURCE INSTRUCTIONS (K'EDSI)

MODULE f-.EDSI E (ADPI/100-)) (K.:DSI) )E1.C-) + (0.40(DM + 0.30(CM)-

+ 0. 30 ( IM) + CPI )/ 100)

CPC KEDSI =KEDSI

MODULES

CPCI KEDSI =KEDSI

CPC

PERSON MONTHS (MM)

1 . 05
ORGANIC MM 3. 2(KEDSI)

NOM
1.12

0 SEMIDETACHED MM =3.0(K~EDSI

NOM
1 .20

EMBEDDED MM =2.((EDSI)

NOM

MM = m EM ]EAF)
DEV NOM

DEVELOPMENT EFFORT ADJUSTMENT FACTOR (EAF)

* . MODULE EAF = E(PCAP) (VEXP) (LEXP) (CFLX) (RELY) (AEXP)I

CPC EAF =E(TIME)(STOR)(DATA))

* CPCI EAF =E(VIRT)(TURN)(ACAP)(MODP)(TOOL)J

PHASE DISTRIBUTION OF DEVELOPMENT EFFORT (FRAC

P0

MM =E(k"EDSI) ((FRAC ) J/(KEDSI)/(MM )31EAFJ
NOM.,P p NOM 1

COMPUTER TIME =(MM ) (CHR/MM
0DEY DEV
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I MPLEMENTAT ION

U INSTALLATION (INST)(MM )
DEV

TRAINING (TRAIN) (MM

DEV

ANNUAL MAINTENANCE PERSON-MONTH (MM
AM

MM =(ACT) (MM ) (EAF)
AM NOM M

MAINTENANCE EFFORT ADJUSTMENT FACTOR (EAF
4 M

EAF [ (PCAP )(VEXP )(LEXP )(CPLX )(RELY )(AEXP L
M M M M M M

MA INTENANCE ACTIVITY APPORT IONMENTS

REPAIRS =45.3/100(MM

All

UPDATES 54.7/100 (MM
AM

NOMINAL DEVELOPMENT TIME (TD)

0. 38
ORGANIC TD = 2. 5(MM

DEY
0. 35

SEMIDETACHED TD = 2.5(MM )
DE V

0. 32

EMBEDDED TD 2.5(MM E
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NOMINAL IMPLEMENTATION TIME (TI)

1.05
ORGANIC TI = 3.2(MM )

DEV
1.12

SEMIDETACHED TI = 3.0(MM )

DEV
1.20

EMBEDDED TI = 2.8(MM )
DEV

5.5 Help Screens

The following HELP screens will be developed for interac-

tive inputting:

1) MODE

This screen will provide help in determining the expected

software development mode. It will appear on the screen as

follows:

NODE = Software Development Node.

MODE CHARACTERISTICS EXAMPLES INPUT

ORGANIC Less than 50KDSI Scientific Models ORGN

Minimal Innovation Business Models

Loosely Structured Familiar OS/Compilers

SEMIDETACHED Less than 300KDSI Training Simulators SEMI

Moderate Innovation Transaction Processors

Moderately Structured Nev OS/DIDS

4 EMBEDDED All sizes Complex Simulators NDD

Innovative Real Time Processors

Tightly Structured Command and Control

IO

2) CPI
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This screen will provide help in determining the Conver-

sion Planning Increment to cover the added costs of feasibil-

ity analysis and planning of ex:isting software for a new

application not included in adaptation estimates. It will

appear as follows:

CPI Conversion Planning Increment

LEVEL OF CONVERSION ANALYSIS AND PLANNING INPUT

None0

Simple schedule, acceptance plan I

Detailed schedule, test, acceptance plans 2

Basic analysis of inventory of code, data 3

Dealdivnoypu ai ouetto

Detailed inventory plus deaile documentation 4

3) DM0

This screen will provide help in determining the percent

of the adapted software s design which will be modified in

order to adapt it to the new objectives and environment. it

* will appear as follows:

DM - Percent Design Modified

LEVEL OF ADAPTED DESIGN MODIFICATION INPUT

None0

Change to accommodate different doctrine 5 5

Change to accommodate overlay structure 10

Change to overlay structure, analogs, logic 1

Different formats, protocols, equipment 50

4) CM
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This screen will provide help in determining the percent-

age of adapted software's code which will be modified in order

to adapt it to new objectives and environment. It will appear

as follows:

CN Percent Code Modified

LEVEL OF ADAPTED CODE MODIFICATION INPUT6

None a

aSlight compiler differences &operating system interfaces 15

Change of wsord size 30

Different formats, protocol, equipment 60

5) IM

This screen will provide help in determining the percent-

* age of effort required to integrate adapted software into an

overall product, as compared to the normal amount of integra-

*tion effort for software of comparable size. It will appear

as follows:

IN =Percent Integration for Modification

LEVEL OF ADAPTED CODE INTEGRATION INPUT

None 0

Minor Code Changes 5

*Overlay/Word Size Changes 10

Test Data Integration 25

Different Formats and Displays 80

* 6) COMP
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This screen will provide help in determining an estimate

of computer run time hours required to support a man-month of

software development activity. It will appear as follows:

7 COOP Computer Hours/Development Man-Month

PROJECT CHARACTERISTIC INPUT

Small-medium timeshare application, Maxi 0.2

Small-mediu" timeshare application, Midi 0.6

Small-medium timeshare application, Mini 0.5

Large-very large or batch application, Maxi 3.0

Real-time hardware-software product, Maxi 3.0

Real-time hardware-software product, Midi 6.0
Rt
Real-time hardware-software product, Mini 18.0

Real-time hardware-software product, Micro 18.0 .. i

41
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7) CPLX

This screen will provide help in determining an effort

multiplier based on complex.'ity of the software program to be

developed. It will appear as follows:

CPLX Complexity

TYPE OF MODULE INPUT

Straightline code; Simple read, write statements; Simple arrays .70

Straight forward nesting; Moderate level expressions; .85
Single file subsetting

Simple nesting, intermodule control; Standard math operations; 1.00
Error processing, simple edits

Highly nested operators with compound predicates, numerical 1.15
analysis; Special purpose subroutines, complex data restructuring

Recursive coding, fixed-priority interrupt; Diagnosis, 1.30
servicing, masking; parameter-driven files

Multiple scheduling, dynamically priorities, microcode-level 1.65
control; Device timing-dependent coding; Highly coupled structures -
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8) RELY

This screen will provide help in determining the relative

effort of software development required for software reliabil-

ity for a given number of delivered source instructions. It

will appear as follows:

RELY = Software Reliability

EFFECT OF SOFTWARE FAILURE EXAMPLE INPUT

Inconvenience of fix Demonstration prototype; 0.75
Feasibility-phase simulation

Easily-recoverable loss Planning model or 0.88
to users. forecasting model.

Moderate loss; Recover Management information or 1.00
with penalty inventory control systems

Major loss or inconvenience Accounting systems & powr 1.15
distribution systems

Loss of human life. Military command and control 1.40
systems

9) PCAP

This screen will provide help in determining the esti-

mated relative software production based on programmer

capability. It will appear as follows:

PCAP Programmer Capability (Team)

RELATIVE EFFICIENCY AND THOROUGHNESS INPUT

Very Low 15? 1.42

Low 351 1.17

Nominal 55? 1.00

High 75? .86

Very High .0? 70
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10) VEXP

This screen will provide help in determining the esti-

mated relative software production based on project team's

virtual machine experience. It will appear as follows:

VElP = Virtual Machine Experience

AVERAGE EXPERIENCE INPUT

I Mfonth 1.21

4 Months 1.10

I Year 1.00

3 3 Years .90

11) LEXP

This screen will provide help in determining theb esti-

mated relative software production based on the level of

programming language experience of the project team developing

" the software module. It will appear as follows:

LEIP Programing Language Experience

AVERAGE EXPERIENCE INPUT

I1 Month 1.14

4 Months 1.07

* 1 Year 1.00

) 3 Years .95
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12) AEXP

This screen will provide help in determining the level of

* applications experience of the project team developing the

proposed software. It will appear as follows:

AEIP = Applications experience

AVERA6E EXPERIENCE INPUT

<4 Months 1.29

1 Year 1.13

3 Years 1.00

6 Years .91

12 Years .82

13) INST

This screen will provide" help in determining the

estimated percent of development effort required for software

program installation. It will appear on the screen as

follows:

INST = Installation Effort

TYPE SOFTWARE INPUT

Application program on existing general purpose computer .2

Application program on different general-purpose computer .8

Process control program on new computer 3

Human-achine systes 13
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14) TRAIN

This screen will provide help in determining the esti-

mated percent of develpment effort required for newly install-

ed software programs. It will appear on the screen as follows:

TRAIN : Training Effort

TYPE SOFTIARE INPUT

Application program on existing general-purpose computer I

Application program on different general-purpose computer 3 0

Process control program an new computer 4

Human-machine system 6

* 15) ACT

This screen will provide help in determining, the fraction

of source instructions which undergo change during a typical

year either through additions or modifications. It will ap-

pear as follows:

rACT z Annual Change Traffic

TYPE OF SOFTWARE INPUT

Non real-time input/output .01

Mathematical and logical operations .05

File, data base manipulation, real-time control .09

Complex process control system .20

Real-time command and control .40
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16) TIME

This screen will provide help in determining the added

effort required for a given number of instructions based on

execution time required. It will appear as follows:

TINE Execution Time Required

REQUIRED TINE INPUT

(S0l 1.00

701 1.1

951 1.30

* 17) STOR

This screen will provibe help in determining the esti-

mated added effort required for a given number of instructions

based on main storage usage. It will appear as follows:

VeHigh 70% 1.21

Extra High 951 1.56
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-. 18) DATA

This screen will help in determining the increased effort -..

for development of the data base required to support the

proposed program. It will appear as follows:

DATA = Data Base Size Factor

REgUIREMENT INPUT

Easy data base development .94

Nominal data base development 1.00

Complex data base develpment 1.08

Difficult data base development 1.16

19) VIRT

This screen will provide help in determining an estimate

of the effect of virtual machine volatility impact on the

effort required to develop a given number of delivered source

instructions. It will appear as follows:

VIRT = Virtual Machine Volitility

MAJOR CHANGE MINOR CHANGE INPUT

12 Months I Month .87

6 months 2 Neeks 1.00

* 2 Months I Meek 1.15

2 Weeks 2 Days 1.30

00
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20) TURN

This screen will provide help in determining the impact

on development effort of estimated turn-around time for pro-

gram decks. It will appear as follows:

TURN Cosputer Turnaround ie

RESPONSE TIME INPUT

Interactive .87

(4 hr 1.00

4 to 12 hr 1.07

)12 hr 1.15

* 21) ACAP

This screen will provide help in determining the esti-

mated impact of the software analysts capability on the effort

* required to develop a given number of delivered source

* instructions. It will appear as follows:

ACAP Analyst Capability

RELATIVE EFFICIENCY I THOROUGHNESS INPUT

Very Lov 152 1.46

Lov 351 1.19

Notinal 552 1.00

High 75% .86

Very High 90Z .71
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22) MODP

This screen will provide help in determining the esti-

* mated impact of modern programming practices on software de-

* velopment effort. It will appear as follows:

HOOP =Nodern Programming Practices

AVERAGE EXPERIENCE INPUT

No use 1.24

Beginning, experimental use 1.10

Reasonably experience in use of some 1.00

Reaonably experienced in use of most .91

Routine use of all .82

23) TOOL

This screen will provide help in determining the esti-

mated impact of software tools to be used on the development.

* It will appear as follows:

TOOL Software Tools

TYPE SUPPORT INPUT

KgBasis microprocessor tools 1.24
Basic mini tools 11

41 Strong mini, Basic maxi tools 1.00

Strong maxi, Stoneman HAPSE tools .91

Advanced oaxi, Stoneman APSE tools .83
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6. INTERACTIVE COMPUTER PROGRAM

6.1 Structure

An interactive computer program will be structured to

allow rapid extension and modification of C31 software break-

downs to three levels of detail, CPCI, CPC, and module level.

See figure 6-1. The structure will provide fast reaction

cost estimates for software designs. The user will be aided

throughout the entire execution of the estimate by "HELP'"

screens which detail data input definitions, the availability

of default and historical data bases from which information

can be extracted, and the verification that data entered lies

within pre-defined constraints.

The programs will be written in a higher order language

applicable to either a personal or time-sharing computer al-

lowing for portability across a whole line of computers. The 0

design will be modular in style for ease in maintainability.

Six groups of programs should be developed:

o Executive programs

o Library modules

o C31 Breakdown structures

o Cost Element Estimating modules

o "HELP" Screen Generation modules

o Report Generators

The executive program wll be the driver which sequences

all the modules into the flow required to provide the data for

the generation of specific output reports.

O 7
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GENERIC S/N HODULES
DESIGN -CPCs
DEFAULT CPCIs 6
DATA FILES .

USER INPUTS EXECUTIVE HISTORICAL - MODULES
INTERACTIVE PROGRAMS DATACPCs
DIALOGUEFIE PS

I " ENVI[RONMENT SCHEDULE "-
i . " DATA LABOR RATES -::

HELP COMPUTER RATES
SCREENS "_-

Figre -1 Estiatin Sysem MoEL Strctr

LIBAR SUMR

SCPC LEVEL S/W

4 LCC SUMMARY

LCC SUMMARY

Figure 6-1. Estimating System Model Structure i:i"

The library modules will contain all the routines which

are common to the three levels of C31 software breakdowns.

The C31 software breakdown structures will be available

from a set of historical default data bases. Judgements for a

given input will be made from review of this data, i.e., from

past size association. The user will be able to take advan-

tage of the existing structures, make minor modifications, or

create an entirely new breakdown or data set.

The cost element estimating modules will be mutually

excluSIve programs which develop the cost estimates for each

level, i.e.., given the inputs, the respective estimation equa-

tions will be computed and the desired reports generated.
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Although these programs will be mutually exclusive. the user

will have the capability to initially request the execution of

a lower level program, e.g.,, module estimate, and subsequent-

ly request the nex.t level. As the inputs change from the

lower levels, the cost summaries will be correlated to change

at each level of system structure.

The "HELP" Screen generation moduiles will be interactive

aids displayed to assist in input defintions arnd data re--

*quirements. Each input parameter will have its unique dis-

play.

The report generators will be a series of modules which

* Output data to any level of detail requested by the user.

6.2 Logic

The model will compute and summarize software costs over

the life cycle of a module, computer program component, or

computer program configuration item. A default generic data

set will be established for each level based on historical

data. This will allow the user to establish a unique break:down

for each phase required and to generate a tailored structure.

* Once the data set has been created. it can be modified at any

time during execution of the model. Given a data set, the .:
cost estimating modules can be executed to generate Output

* which display the cost estimates in a wide variety of reports

* ranging from top level LCC Summary to lower detail. Figure 6-2

d (ip ic ts the mnode[ flow logic. All inputs are prefaced vii th

user friendly prompts and validated to be within certain

predefined constraints. Help screens are available at all



levels to assist the user.

EXCTV ,USER SELECTION ~E~

READ IN SELECTED
DATA BASES CC

=CPC

INITIALZE DEFAULTS NODUL

SELECT LEVEL tOFF EXECUTION

DATA BASE MODULEJ CPC CPIREPORT
UUPDATE LEVEL LEVEL L1EVYEL GENERATOR EXIT

'HELP* SCREENS USER SELECTION OUTPUTFOF REPORTS REPORTS

H L CREEN

RESTORE
UPDATED BASES
ON DISK

EXIT

Figure 6-2. Model Logic

6-3. Functions

0 Figure 6-3 presents a generalized computer module break-

down. Several modules may be represented by a single block- in
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the figure. The function of each module in the program is

summarized as follows:

II 1UPDATE COMPONENT COMPONENT COMPONENT

FILE RETREIVAL j SELECTION RTN 1HE REEN 'T

INPUT RT J INPUT RTN FOR FILE RETRIEVAL
WITH USER COMMON DISK NGMT
FRIENDLY DIALOGUE

DATA VALIDATION INPUT RTNS FOR - FILE STORAGE
PECULIAR DATA MGNT

UPDATE PROCEDURE fCER RTMS FOR FIELS
EACH LEVELRTN

- OUTPUT RTN TO SUMMARY & TIERING
LIST CONTENTS OF BASE OF COSTS

-FLETORA6E RTN "-4REPORT GENERATORS1 S

-SCREENS

Figure 6-3. Module Breakdown

a) Ex ecut i ve.,

- initialize default data

- read all common data files from disk.

- determine which function to perform user request:

o create/update data set for a particuliar -

task

o generate reports, given an existinq data set

o create/update/list libraries of default, _

historical and environmental data

77



- - 7~- -. ".o

I

- determine which level (module, CPC, CPCI) is to

be executed (user request)

- bring model into execution .

upon termination of execution, replace data files

on disk, etc.

b) Environment Data Set

- create/update/list contents of library file

interactive dialogue and input data validation

- display "HELP" screen for user assistance

- restore created/updated file to disk

c) Data Base Selection/Update

- display menu 'of bases available

- retrieve user selected data base from disk

- pdate/edit base via interactive dialogue and

validated data inputs.

- display "HELP" screens upon user request

- replace new/updated data set/base on disk

d) Help Screens 0

- develop a single screen for each input

- upon user request, display data defaults of

current input item .

- upon user request, erase help screen from display

e? Cost Estimation

- read in selected data base file

- read in environmental data file

make adjustments to data in order to normalize to

one base

780
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- calculate cost estimating equations

- call report generator to generate output reports

- summarize outputs to next level of software .

hierarchy

- save all necessary files on disk

f) Report generator

- request report selection (user request)

generate reports

6.4 Application

The interactive computer program will consist of compu-

terized models and stored libraries of datasets. The programs

to be developed are the following: a main calling program, an

environment data set program, a CPCI data set program, a CPC

data set program, and a module data set program. The dataset

programs will contain the COCOMO equations. S

The main calling program will be a simple routine that

allows the user to load the four models which make up the

overall software cost estimating model. S

The environment data set program program will allow the

user to create a library of data files which summarize the

schedule and cost factors which affect the estimated life S

cycle cost of the CPCIs. CF'Cs. and modules. A large number of

individual environment data sets can be developed and stored.

4 Any one of these data sets can be "marked" for use by the

" CPCI, CF*C. and module programs for a particular cost estimate.

The CFCI data set program allows the user to create a

4 library of CPCI designs and store the life cycle cost of each.

Any one of those data sets can be "marked". Each design

7A
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consists of a set of CPCI-level parameters and vectors which

contain the number of appearances in the CPCI of each marked

CPC in the CPC library. Any number of individual CPCI data

sets can be stored.

The CPC data set program allows the user to create a

library of computer program component designs and store the

life cycle cost of each. The cost results are stored in

output data files which are read by the CPCI model. Each

design consists of a set of CPC-level parameters and a vector

which contains the number of appearances in this CPC of each

marked module in the module library.

The module data set program allows the user to create a

library of module designs. each consisting of a set of func-

tional module parameters, and store the life cycle cost of

each alternative. Cost results are stored for each module in

output data files which are read by the CPC model.

Figure 6-4 summarizes the relationships that exist

between the models and datasets that make up the software cost

estimating system.

SS
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i :!" INPUTS/

OUTPUTS

MARK ENVIRONMENT
[ J DATA SET

PROGRAM

CONFIGURATION INPUTS/
OUTPUTS

*-MARK MARK CPCI

DESIGNICOST
MODEL

CONFIGURATION INPUTS CPC OUTPUTS

DESIGN/COST
MODEL

- I
:.-,INPUTS RDUEOUTPUTS"

. ,

Figure 6-4. Models/Datasets Interrelations

7. SIZING LIBRARIES

0 Stored libraries of software cost datasets will be devel-

oped to aid in the estimation of the required number of de-

livered source instructions and other COCOMO model parameters.

* The software work breakdown structure of CPCIs, CPCs, and

modules will be developed through functional analysis. Given
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this analysis, and a parameter summary and associated life

cycle costs from stored similar datasets., judgments can be

made on the required inputs for a new design .. -

An example of the functional analysis required to build a

baseline design is illustrated in figures 7-1, and 7-2 and .

table 7-1 for a portion of a generic Air Defense system's

computer program requirements Figure 7-t shows the overall

generic work breakdown structure and associated software -1

breakdown. The required computer programs to control the 0

system are those that control the acquisition and tracking of

targets, make engagement determinations, and guide the inter-

ceptor to target. Eight CPCIs are identified:

1) Search

2) Tr ac k

3) Guidance •

4) Engagement Determination

5) Communication

6) Display

7) System Utilities

8) System Control

L -
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LEVEL I DEFENSE SYSTEM

LEVEL 2 PRIME MISSION PRIME MISSION PRIME MISSION PRIME MISSION
EQUIPMENT SOFTWARE LOGISTICS { TRAINING

LEVEL I IS/# SYSTEM I SIN SYSTEM IS/# SUBSYSTEM SI SUBSYSTEM IS/.# SUSYSTEM S/V S/I
ANALYSIS & INTEGRATION ORAINL TRAINING OFF-LINE jSUPPORT SIMULATION I DOCUMENTATION!
DESIGN & TEST__ DIAGNOSTICS

LEVEL 4 C CPCI C I CPCI
SEARCH TRACK GUIDANCE ENGAGEMENT CO ICATION DISPLAY TILITIES I SYSTEM CONTROL

.. .... - _ IDETERMINATION _

Figure 7-1. Software Breakdown Structure for an Air Defense System
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Table 7-1 shows the functions performed by the SEARCH

CPCI. %

Table 7-1. Search Modules

Size Type CPC

Search Bean Alarm Response 3615 3 2

Beam Interference and Detection Interpreter 2492 3/4 3

Multiple Target Correlation Filter 1050 3 4

Frequency Selection 41 4 4

Search Roster Management 136 4 1

Target Range Acquisition 119 3/4 5

Angle Filter 509 3 4/5

Target Validation 442 3/4 4

Beam Record Angle Generator 2076 3 4/5

Alternate Search File Processing 1401 3/4 1

The grouping of these functions into computer programming

control packages is shown in figure 7-2. The first function

is "search beam alarm response". This function is estimated

* to require a module of 3615 delivered source instructions.

The module is a generic type 3,or Algorithmic, and it is .- i

logically grouped into the work package for CPC 2, "Alarm I
Detection". The same approach is taken for all the functions

to be performed by the CPCI. "-

834
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LEVEL 4

LG

LEVEL 5 CPC I CPC 2 CPC3 CPC 4 CPC 5
B EAN ALARM ALARM TARGET TARGET
STEERING DETECTION INTERPRE- VALIDA- ACQUISI-E .N TATION TION TION " "

Figure 7-2. Allocation of the Search Modules into CPCs

In some cases the module of code to be developed fits

more than one generic category. For instance, the second

module "Beam Interference and Detection Interpreter" is cate-

gorized as both an algorithmic module and a logic control

module. In other cases, one generic module is used in more

*. that one CPC. For instance, the "Angle Filter" module is used

in both the Target Validation CPC and the Target Acquisition - "

CPC. Figure 7-3 through 7-9 show the remaining CPCI alloca-

tions to CPCs. and tables 7-2 through 7-8 show the remaining

module sizing, typing, and CPC assignments.

The development of libraries of generic C3I CPCIs is

possible. What is required is a functional analysis and model

calibration of existing systems.
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Table 7-2 Track Modules

Size Type CPC

Target Update 526 3 1
Range Filter Smoothing 436 3 3
Target Measurement Updating 66 3 3
Track Initiation 314 4 2
Track Dispatcher 1545 4 1/2
Track Return 588 3/4 1/2
Formation Discrimination 1755 3/4 5
Target Initialization 333 4 1
Range Angle Update 129 3 3
Request New Radar Action 473 3/4 3
Range Acquisition Separation 3120 3/4 5
Separation Algorithms 525 3 5
No Target Alarm Processing 980 3/4 4
Triangulation Assist Request 717 4 2/4
Target Communication Request 1005 4 1/2/4/5
Drop Track 147 4 5
Scale Factor + Radar Rarge Cell Neighting 185 3 3
Target No. Alarm Processing 2101 3/4 4
Target Separation 2361 3/4 5

0

LEVEL 4 CPCI .
TRACK

LEVEL 5 CPC I CPC 2 CPC 3 CPC 4 CPC 5
TARGET TARGET ANGLE & RANGE TARGET FORMATIONS, MERGES
TRACK VERIFY DETERMINATION TRANSITIONS SEPARATIONS

DROP TRACK

Figure 7-3. Allocation oi the Track Computer Program
Requirement into CPCs
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Table 7-3. Guidance Modules

Size Type CPC

Calibration Response Processor 967 3/4 4
DoNlink Processor 1829 3/4 3/4
Fuze Algorithm 200 3/4 5
Missile Acquisition Radar Message Filter 365 3 2
Guidance and Control 1859 4 3/4
Missile vs. Target Filters 3156 3 4
Guidance Loop Error 228 3 4
Guidance Initialization 282 3/4 2
Seeker Command Routine 234 4 4
Missile Link Antenna Selection 496 4 112
Midcourse Guidance Phase 1 375 3/4 3 0
Midcourse Guidance Phase 2 219 3/4 3
Midcourse Computations 98 3 3/4
Boresight Nulling Processor 68 3 4
Prelaunch and Initial Turn Calibration 2307 3 1
Terminal Guidance Phase 2 438 3/4 4
Terminal Guidance Phase 3 211 3/4 4
Transformation Matrix Algorithm 412 3 3/4
Track Response Processor 3130 3/4 4
Terminal Guidance Phase 1 1549 3/4 4
Missile Message Formatter 823 4 2
Auto Pilot 400 3 3/4
Gimbal Limiting Algorithm 82 3 U4 --

22,000

LEVEL 4 C~
GUIDANCE

LEVEL 5 CPC I CPC 2 CPC3 CPC 4 CPC 5
PRELAUNCH & MISSILE MIDCOURSE TERMINAL ENGAGEMENT
INITIAL TURN ACQUISITION GUIDANCE GUIDANCE TERMINATION

Figure 7-4. Allocation of the Guidance Computer Program
Requirement into CPCs
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Table 7-4. Engagement Determination Modules

Size Type CPC

First Target Evaluator 48 4 3

Engagement Initiation 150 4 4

Launch Now Intercept Point Calculation 
387 3 3-

Time Till First Launch Calculation 35b 3 3

Target Threat Calculation 425 3 3

Target Position Update 152 3 3

Target ID/Engagement Evaluation 2970 4 11213-

Target/Volume Correlation 322 3 1

IFF Command and Test Action Schedule 866 4 2

1FF Response Processor 679 3/4 2

1FF Update and Time of Day Correlation 353 314 2

Engagement Queue Management
Add Target to Queue 309 4 3 0

Delete Target from Queue 90 4 3

Start Queue Entry 45 4 3

Queue Keyword Formation 83 4 3

Return Queue Entry 47 4 3

Update/Establish Queue 632 4 3

Weapon Assignment 1887 3/4 4 0

Engagement Termination 515 4 4

Kill Assessment 482 3/4 4

Hold Fire Command/Receipt 133 4 4

Cease Fire Comand/Receipt 112 4 4 1-

Identity Change Manager 595 4 2 "
Target Status 319 4 2 .

Guidance Time Slot Determination 377 3/4 4

Process for Engagement 172 4 3

-1

LEVEL 4 CPCI
ENGAGEMENT

DETERMINATION

LEVEL 5 CPC 1 CPC 2 CPC 3 CPC 4

PASSIVE ACTIVE ENGAGEMENT ENSAGEENT

IDENTITY IDENTITY SELECTION CONTROL

*• Figure 7-5. Allocation of the Engagement Determination

Computer Program Requirement into CPCs
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Table 7-5. Communications Modules

Size Type CPC

Output Message Generator 4551 2/3/4 1

Input Message Processor 5660 2/3/4 2
Message Request Oueuing 461 2/4 1
Source Code State Filter 70 3 2
UHF Antenna Azimuth Set-Up 152 4 3
Radio Unit Initialization + Status 756 2 3
Static Data Buffer Transfer 1144 2/3 1/2

S

I

LEVEL 4 CPCI
COMMUNICATIONS

CPC I CPC 2 CPC 3
MESSAGE MESSAGE EQUIPMENT

INITIATION RECEIPT INTERFACE

S

Figure 7-6. Allocation of the Communications Computer

Program Requirement into CPCs
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Table 7-6. Display Modules

Size Type CPC

Target A-Scope Presentation 890 3 3
Display Target Symbol 235 4 1
Keyboard Input Processor 760 2/4 2
Keyboard Input Validator 514 4 2
Operator Target Selection 210 2/4 2
Situation Display Processor

Static Refresh 618 4 1
Geographic Refresh 1097 4 1
Volatile Refresh 1685 3/4 1
Modifier Refresh 542 4 1
Target Window Cropping 316 3 1

Tabular Display Processor
Tabular Skeleton Refresh 2162 4 3
Tabular Input Processor 1848 2/4 3
Tabular Cursor Control 1833 4 3

Display Swithch Handler 4125 2/4 4
4 Operator Alert Processing 650 4 1

Operator Alert Acknowledgement 461 2 4

°

LEVEL 4 CPCI
DISPLAY

41
LEVEL 5 CPCI CPC 2 CPC3 CPC 4

SITUATION KEYBOARD TABULAR SWITCH
INPUT INPUT/OUTPUT HANDLER

4

* Figure 7-7. Allocation of the Display Computer
Requirement into CPCs
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Table 7-7. System Control Modules
Size Type EPE

Thread Control Data Base 200 5 1
Ezecutive Task Management 11203 1 1
Real Time Initialization IM1S 31 2

Radar Overload Processor 238 4 2
Invalid Radar Response Processor 179 4 2

System Monitor
Radar Operational Assessment 816 4 3
High Priority Radar State Formatter 125 4 3
High Priority Radar State Scheduler 130 3/4 3
High Priority Radar State Response Processor 1525 3/4 3
Routine Radar State Formatter 201 4 3
Routine Radar State Scheduler 319 314 3
Terminal Guidance Assessment 332 3/4 3
Launcher Broup Assessment 198 4 3
Communication Path Assessment 776 3/4 3
Radar Resource Evaluation 199 4 3
Computer Equipment and Peripheral Monitor 772 4 3
Major Abort Processor ,, 247 4 3

Launcher/Radar Routinme
Reorient Radar Routine 166 3 4
Reorient Launcher Routine 312 3 4
Launcher Emplacement 427 2 4
Radar Emplacement 210 2 4
Reorient Geographic Data 657 3 4 *-

Clutter Hap Update 3026 3/4 4
Terrain Masking 4189 314 4

Radar Action Message Scheduler 1949 1 1

Radar Resource Saturation Alleviation 510 1 1

LEYEL 5 CPC I CPC 2 CPC 3 CPC 4
TASK MODE SYSTEM LOCATION/

MANAEMENT CONTROL MNTR ORIENTATION

Figure 7-8. Allocation of the System Control Computer
Program Requirement into CPCs
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Table 7-8. Utility Routine

Size Type CPC

Extended Floating Point Tim Generator 3 3 2
Trigonomtric Procedurs 1160 3 .

N *I91K ATAN, C@S9 SIN, TAN, LOB, UIP
matrix ,ltiplier 9 3 2

Teletype lnputlOutput 386 2 3
Tactical Tape Read 4 Mrite 405 2 3

Hard Copy Print 166 2 3

LatitudelLongitude to UTH Transformation 316 3 2

LEVEL 4 CPCI
UTILITY ROUTINES

ROUTINES ROUTINES W S

0,..

* Figure 7-9. Allocation of the Utility Computer Program

K Requirement into CPCs
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